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Coherent Two-Dimensional Optical Spectroscopy
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Theoretical descriptions of two-dimensional (2D) vibrational and electronic spectroscopy are presented. By
using a coupled multi-chromophore model, some examples of 2D spectroscopic studies of peptide solution
structure determination and excitation transfer process in electronically coupled multi-chromophore system are
discussed. A few remarks on perspectives of this research area are given. 
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Introduction

Two-dimensional (2D) optical spectroscopy utilizing multi-
ple ultrafast coherent laser pulses have been used to study
protein structure and dynamics,1-7 femtosecond solvation
dynamics,8 hydrogen-bonding dynamics,9-12 solute-solvent
complexation,13 and excitation migration process in a photo-
synthetic light harvesting complex.14 Due to dramatic advent
of recent laser technology, femtosecond laser systems oper-
ating in infrared and visible frequency range have been
commercially available so that we have seen a wide range of
applications utilizing such ultrafast nonlinear spectroscopic
techniques. 

Most of the conventional linear spectroscopies, though
they are still extremely useful for studying structural and
dynamic properties of complex molecules, can only provide
highly averaged information. Therefore, novel spectroscopic
techniques with much higher information content has been
sought and tested continuously. In NMR spectroscopy, such
efforts led to developing a variety of 2D NMR techniques
such as NOESY (Nuclear Overhauser Enhancement Spectro-
scopy) and COSY (correlation spectroscopy) methods among
many others, and they have been extensively used to study
structural and dynamical properties of proteins in solution.15-17

In Figure 1, a direct analogy between 2D vibrational
spectroscopy and 2D NMR is depicted. In the case of 2D
NMR, one can measure the nuclear spin-spin coupling con-
stant that carries information on the 3D molecular structure.
Similarly, the 2D vibrational spectroscopy can provide

information on the vibrational coupling constant between
two spatially separated vibrational modes and the 2D elec-
tronic spectroscopy has been found to be useful for estimat-
ing the magnitudes of electronic coupling constant between
two optical chromophores. Despite that the interaction
mechanism between two different vibrational (electronic)
degrees of freedom differs from that between two nuclear
spins, the coupling strengths in both cases are sensitively
dependent on the 3D molecular structure (Fig. 2). 

Although the optical analogs of 2D NMR do not provide
an atomic resolution structure of complex molecules, optical
domain multi-dimensional spectroscopy has certain advant-
ages because of the dramatic gain in time resolution (~sub-
picosecond scale) possible and because of the ability to
directly observe and quantify the couplings between quantum
states involved in molecular dynamical processes. For the
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Figure 1. An analogy between two-dimensional NMR and two-
dimensional optical spectroscopies.
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2D vibrational spectroscopy, an elementary and highly
simplified schematic diagram in Figure 3 shows the reason
why 2D vibrational spectroscopic technique can provide
detailed information on the 3D structure of a given complex
molecule. The existence of cross peaks can be direct evidence
on the vibrational coupling induced by the spatial proximity
between the two different vibrational chromophores in this
case. Similarly, if two optical chromophores are close to
each other, the electronic coupling between the two induces
an electronic exciton formation and produces cross peaks in
the 2D electronic spectrum.18,19 Therefore, experimental
observation of cross peaks in a measured 2D electronic
spectrum can be considered to be direct evidence of the
electronic coupling between two chromophores. In the
present paper, we will mainly focus on our recent theoretical
studies of 2D vibrational as well as electronic spectroscopies

of coupled multi-chromophore systems. 
It should be mentioned that the main goal of this article is

not to review the entire experimental and theoretical works
reported in this research area but to provide brief accounts of
works mostly presented by the author’s group. Therefore, for
those who are interested in reading other reviews, references
2-7 and 18 could be of great interest. The present paper is
organized as follows. In Sec.II, a general description of
ultrafast vibrational or electronic excitation and probing
methods utilizing femtosecond laser pulses is discussed. The
linear and nonlinear response functions for any arbitrary
multi-level systems are theoretically described by using the
correlation function theory. In Sec.IV, the theoretical model
Hamiltonians for coupled multi-chromophore systems con-
sisting of either two-level chromophores or anharmonic
oscillators are discussed and a variety of auxiliary functions
such as frequency-frequency correlation functions, transition
dipole matrix elements, etc. are summarized. A variety of
2D vibrational spectroscopic studies of the prototype mono-
peptide system, dipeptide, α-helix, β-hairpin, and extended
multiple-stranded β-sheet polypeptides are discussed in
Sec.V. A recent application of 2D electronic spectroscopic
method to studying excitation migration process in a photo-
synthetic light-harvesting complex is briefly discussed in
Sec.VI. A few future applications and perspectives of 2D
optical spectroscopy and a concluding remark are given in
Sec.VII. 

Ultrafast Excitation and Probing Methods

In order to classify each different coherent multidimen-
sional spectroscopic technique, it is necessary to describe
how they differ from one another at the level of optical
excitation and probing methods.

A. Ultrafast excitation methods. There are numerous

Figure 2. NMR spectroscopy can provide structure information by measuring the coupling constant between two nuclear spins. Similarly,
the two-dimensional vibrational spectroscopy is useful in extracting quantitative information on the vibrational coupling constant between
two local oscillators.

Figure 3. A schematic figure showing that the existence of cross
peaks in a two-dimensional vibrational spectroscopy is direct
evidence on the spatial proximity of the two vibrational chromo-
phores.
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time-domain methods to vibrationally or electronically ex-
cite molecules in condensed phases. Depending on the
molecular nonlinear response of interest, one can probe the
relaxation of the diagonal (population state) or off-diagonal
(coherent state) density matrix elements selectively.20 Thus,
the ultrafast excitation methods can be divided into two
classes. Note that the former type of experiment is to
measure time-dependent population relaxation process by
stimulating emission with an ultrafast laser pulse or by
detecting spontaneously emitted field intensity. The latter
type of spectroscopy is useful in measuring vibrational or
electronic decoherence rate. In Figure 4, we specifically
consider five different vibrational excitation methods.

(E1) Absorption of a resonant IR photon
(E2) Stimulated Raman excitation by electronically non-

resonant optical fields
(E3) Stimulated hyper-Raman excitation by electronically

non-resonant optical fields
(E4) Absorption of a resonant circularly polarized IR

photon
(E5) Stimulated Raman excitation by electronically non-

resonant (circularly polarized) optical fields.
One of the most straightforward methods to create a

vibrational coherence state is to use a resonant infrared
pulse. The IR-field-matter interaction is, within the electric
dipole approximation, −μE(t) so that the force exerted on the
jth vibrational degree of freedom is −(∂μ/∂Qj)E(t), where μ
is the electric dipole moment. Due to the finite spectral
bandwidth of femtosecond IR pulse, , which is the
Fourier-transform of the temporal envelope of the IR pulse,
the excitation process involves a range of vibrational excita-
tions of modes of which frequencies are within the envelope
of the pulse spectrum, . The second method (E2) is to
use stimulated Raman process to vibrationally excite the
electronically ground state molecule. By using an ultrafast
optical pulse whose frequency is electronically non-resonant,
Raman-active vibrational modes can be excited when the
corresponding vibrational frequencies are within the spectral
bandwidth of the short pulse. In this case, the effective field
matter interaction is approximately given as , where

α is the molecular polarizability, so that the force exerted on
the jth vibrational degree of freedom is (∂α/∂Qj) .
Various stimulated Raman scattering experiments involve
such kind of vibrational excitation processes. The third
method (E3) involves higher-order field-matter interaction,
the hyper-Raman process, so that the effective field-matter
interaction in this case is , where β is the
first molecular hyperpolarizability and three injected fields
are denoted as Ej(t). Then, the jth mode experiences the
force, (∂β/∂Qj) , when the molecule is
exposed to these electronically off-resonant fields. Often, the
vibrational selection rule of the hyper-Raman process differs
from that of the Raman process so that the stimulated hyper-
Raman excitation method can be of use to excite different
vibrational degrees of freedom in comparison to the conven-
tional impulsive stimulated Raman scattering method. The
first three methods utilize linearly polarized beams, but one
can employ circularly polarized (CP) beams and measure the
difference between the left-CP and right-CP signals to
extract information on the molecular optical activity. As
theoretically proposed recently, time-resolved optical activity
measurement can be achieved by using CP light beams in
the sum-frequency-generation or four-wave-mixing spectro-
scopic schemes.21-23 These novel spectroscopic methods can
be of effective use in studying ultrafast dynamics of chiral
molecules in condensed phases. The fourth and fifth methods,
E4 and E5 in Figure 3, utilize CP IR and CP optical pulsed
fields to create a vibrational coherence state. 

B. Ultrafast probing methods. Time-dependent evolution
of thus created vibrational coherence states can be probed by
employing suitable ultrafast probing methods. Much like the
ultrafast excitation (vibrational coherence state generation)
process, one can use the same types of coherent transition
processes. In Figure 5, the energy level diagrams associated
with the five spontaneous or stimulated emission detection
methods are shown. 

The first method (P1) is to measure the spontaneously
emitted IR field by homodyne or heterodyne-detection
method. The P2 method uses the stimulated Raman scatter-
ing process. Suppose that a vibrational coherence state is

Ẽ ω( )

Ẽ ω( )

α– E t( ) 2

E t( ) 2

β– E1 t( )E2 t( )E3
* t( )

E1 t( )E2 t( )E3
* t( )

Figure 4. Five representative vibrational coherence state gene-
ration methods. Horizontal lines are vibrational quantum states on
the electronic ground state. Dashed horizontal line corresponds to a
virtual state involved in the Raman or hyper-Raman scattering
processes. The methods E4 and E5 involve circularly polarized IR
and electronically non-resonant optical fields, respectively.

Figure 5. The upward solid arrow represents transition induced by
external-field-matter interaction, whereas the downward dashed
arrow is spontaneously emissive field-matter interaction. The
fourth and fifth probing methods, P4 and P5, involve detection of
circularly polarized component of signal electric field. 
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created by preceding field-matter interactions. Then, an
electronically off-resonant optical field can be inelastically
scattered by this vibrational transient grating and the
measured signal intensity or amplitude contains information
on the evolution of the vibrational coherence state, i.e.,
linear or nonlinear vibrational response of the molecular
system. The third method (P3) is to use higher-order (hyper-
Raman) scattering process to probe dynamic evolution of the
vibrational coherence state. The other two methods, P4 and
P5, are self-evident.

C. Designing a coherent multidimensional spectroscopy.
Using one of the schemes in Figure 4, one can create a 1D
transient grating (TG) in a given optical sample. Depending
on the probing method in combination with a chosen exci-
tation method, one can measure a variety of different mole-
cular properties such as dipole, polarizability, or hyper-
polarizability correlation functions. For instance, let us con-
sider the coherent Raman scattering spectroscopy utilizing
femtosecond laser pulses. For the jth vibrational coherence
state, its relaxation can be approximately described as

sinωjt, where γj is the vibrational dephasing constant.
After a finite delay time, the transient dynamics of this 1D
grating can be measured by using one of the time-domain
probing methods in Figure 5. Typical one-dimensional
spectroscopy such as absorption, Raman scattering, and
other related techniques, is to measure the oscillation fre-
quency and dephasing rate of this transient grating, i.e.,
linear polarization.

Then, by combining two or more excitation pulses that are
separated in time, it will be possible to create temporally
(and/or spatially) multi-dimensional vibrational (or electronic)
TG’s. Unlike the 1D TG, the signal field generated by the
nonlinear polarization reflecting dynamic evolution of the
multi-dimensional TG is produced by the interference be-
tween electric fields created by different nonlinear optical
transition pathways. The two- and three-dimensional spectro-
scopies are essentially to measure the temporal evolution
and relaxation of thus created two- and three-dimensional
transient gratings. In practice, one measures the two- or
three-dimensional signal, S(t1, t2) or S(t1, t2, t3), in time
domain and its multi-dimensional Fourier transformation
gives the corresponding 2D or 3D spectrum.

As outlined above, there are different ways to create
coherent states. Consequently, there could be a number of
different ways to create 2D TG. However, only a few of
them have been experimentally explored so far. In Scheme
1, we show some combinations of excitation and probing
methods. If the first three methods in Figure 4 are only

considered, there are 9 distinctively different ways to create
a 2D TG, i.e.,

Then, the corresponding nonlinear response function is
defined as

, (1)

where the thermal equilibrium density operator was denoted
as .

In the case of three-dimensional spectroscopy, there are 27
different ways to create 3D transient grating (see Scheme 2).

The third-order nonlinear response function describing
molecular response to a specific sequence of field-matter
interactions in the above scheme is defined as

= , (2)

where Ψ, Φ, Λ, and Θ are molecular operators, such as
dipole (μ), polarizability (α), first hyperpolarizability (β)
etc.

For example, the photon echo spectroscopy generally
involves three or four laser pulses that are separated in time
and its field-matter interaction sequence is given as E1-E1-
E1-P1.24,25 The final pulse in the case of the heterodyne-
detected photon echo experiment acts like a time-gating
pulse. Thus, the photon echo technique belongs to the case
of 3D TG experiment in general. However, if, during the
second delay time t2, the system is on the population state
(diagonal density matrix),there are two coherence state
evolution periods so that the photon echo method can be
considered to be one of the coherent 2D spectroscopy, i.e., a
reduced 2D vibrational spectroscopy.6 

Now, the next step toward the complete theoretical
description of the coherent multi-dimensional spectroscopy
is to obtain the corresponding nonlinear response function,
which is required in the calculation of nonlinear polarization
and signal electric field. 

Linear and Nonlinear Response Functions

In the present section, we will provide theoretical expres-
sions of linear and nonlinear response functions given in
Eqs.(1) and (2). Note that the nth-order polarization can be
written as26

e
γjt–

R 2( ) t2,t1,t0( ) = 
i
h
---
⎝ ⎠
⎛ ⎞2

Φ t2( ),Λ t1( )[ ], Θ t0( )[ ]ρ t0( )〈 〉

ρ t0( )

R 3( ) t3,t2,t1,t0( )  

i
h
---
⎝ ⎠
⎛ ⎞3

Ψ t3( ),Φ t2( )[ ],Λ t1( )[ ], Θ t0( )[ ]ρ t0( )〈 〉

P n( ) r,t( ): = N  
0

∞
∫ dtn

…  
0

∞
∫ dt2  

0

∞
∫ dt1R n( ) tn,…, t2,t1( )Scheme 1

Scheme 2
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× (3)

where N is the number of chromophores. The measured nth-
order signal field amplitude is related to the nth-order polari-
zation as . Now, by using the eigenstate repre-
sentation and taking into account the system-bath interaction
properly, the linear and nonlinear response functions can be
obtained and written as27-29

×  (4)
 

× 

(5)

,
(6)

where the auxiliary functions are 

(7)

 

(8)

(9)

(10)

(11)

(12)

. (13)

Here,  is the Bolzmann probability of finding the
quantum state |a> at time t0 at temperature T. The complex
conjugate is denoted as c.c.. θ (t) is the Heavyside step
function. The transition matrix element, for example Θba, is
defined as Θba = <b|Θ|a>. The entire response functions are
determined by the complex auto- and cross-correlation
functions of the fluctuating transition frequencies defined as

. (14)

The linear and nonlinear response functions can be
expressed in terms of the correlation functions of the bath
degrees freedom that are coupled to the molecular vibra-
tional or electronic transition.

Coupled Multi-Chromophore Model

Both polypeptides and molecular complexes with a
number of vibrational or electronic chromophores that are
coupled to each other electronically can be successfully
modeled by using the Frenkel exciton model, where each
monomeric chromophore is either a two-level system or an
anharmonic oscillator system. In the case of the amide I
vibrational modes, each individual amide I local oscillator
can be approximated as an anharmonic oscillator with just
three low-lying vibrational states. Note that most of the 2D
vibrational spectroscopic techniques based on the four-
wave-mixing method such as 2D IR pump-probe and photon
echo involve vibrational transitions up to the second excited
states that are either overtone or combination states. Thus,
one can assume that a vibrational chromophore in this case
is a three-level system with the overtone anharmonicity
correctly taken into consideration. On the other hand, for
coupled multi-chromophore system such as photosynthetic
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light-harvesting complex or J-aggregates, where the associ-
ated optical transition is electronic in nature, one can assume
that the monomer is nothing but a two-level system. How-
ever, due to the electronic couplings among the two-level
monomeric chromophores, the entire multi-chromophore
system consists of not only the one-exciton states but also
the two-exciton states. Nevertheless, the model Hamiltonians
for these two different classes of complicated molecular
systems are little different from each other.

A. Model Hamiltonian for coupled multi-chromophore
systems. In order to describe nonlinear optical properties of
molecular complexes and aggregates, the Frenkel exciton
Hamiltonian has been extensively used.30 Denoting  and
am to be the creation and annihilation operators of an
electronic excitation at the mth chromophore, the zero-order
Hamiltonian can be written as

(15)

where the excited state energy of the mth chromophore,
electronic coupling constant between the mth and nth chromo-
phores, and the phonon bath Hamiltonian were denoted as

, Jmn, and Hph, respectively. If each monomeric
chromophore is an anharmonic oscillator instead of a two-
level system, the zero-order Hamiltonian should be written
as

(16)

Note that the third term on the right-hand side of Eq. (16)
describes the quartic anharmonicities. 

The chromophore-bath interaction and the changes of
inter-chromophore distance and orientation induce fluctu-
ations of site energies and coupling constants. Thus, the
general system-bath interaction Hamiltonian is written as

(17)

where qmn(Q) is an operator of bath coordinates, Q, and it is
assumed that the expectation values calculated over the bath
eigenstates, , are zero—note that if 
values are finite they can be included in the zero-order
Hamiltonian. For m≠n, the couplings to bath degrees of
freedom can induce excitation transfers between different
chromophores in the site representation. The total Hamil-
tonian can therefore be written as

H = H0 + HSB + HB. (18)

B. Transformation into delocalized exciton representa-
tion. For any general four-wave-mixing spectroscopy, we
need to consider three well-separated quantum state mani-
folds: the ground state, N one-exciton states, and ~N2 two-
exciton states. The one- and two-exciton eigenvalues and
eigenvectors can be obtained by diagonalizing the one- and

two-exciton Hamiltonian matrices obtained in the site
representation, and these two matrices are denoted as 
and . Then we have 

, (19)

where the one- and two-exciton eigenvalues are the diagonal
matrix elements of  and , respectively. The one- and
two-exciton states are therefore linear combinations of
singly or doubly excited states wavefunctions, i.e.,

, (20)

where  and . The eigenvector
elements of the jth one-exciton and the kth two-exciton states
were denoted as  and , respectively. The matrix
elements of v(k) correspond to the elements of the kth row of
the matrix V −1.

Due to the chromophore-bath interaction, the correspond-
ing matrices  and  in the site representation can be
transformed as, in the delocalized exciton state represen-
tation,

. (21)

The diagonal matrix elements,  and ,
describe the energy fluctuations induced by chromophore-
bath interaction of the jth one-exciton and the kth two-exciton
states, respectively. The off-diagonal matrix elements of

 and  will induce exciton relaxations within
the one- and two-exciton state manifolds, respectively. 

C. Exciton state energy fluctuations. Now, the energy of
the jth one-exciton state, fluctuating due to chromophore-
bath interactions, can be written as

.
(22)

Usually, the fluctuation amplitudes of the coupling con-
stants, qmn (for m≠n), are smaller than the fluctuation
amplitudes of site energies (diagonal elements), i.e.,

 for all m, n, and p, and n≠p. (23)

Therefore, Eq. (22) can be simplified as 

. (24)

Note that the fluctuation of the jth one-exciton state energy,
the second term in Eq. (24), is given by a linear combination
of each site energy fluctuation term, qmm(Q), and the
weighting factors are determined by the square of the
corresponding eigenvector elements. Similarly, the kth two-
exciton state energy is written as
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  = 

. (25)

Note that the energy fluctuation at the mth site, described by
(Q), modulates both the one- and two-exciton state

energies and the relative weighting factors are determined by
the associated eigenvector matrix elements. From Eqs. (24)
and (25), one can deduce the fact that the fluctuation of the
jth one-exciton transition frequency is intrinsically correlated
with the fluctuation of other one- or two-exciton transition
frequencies. Because of this instantaneous correlation
mediated by the electronic couplings, the one- and two-color
photon echo peak shifts31 can be used to study the spatial
extent of exciton delocalization as well as the spatial overlap
between different one or two-exciton state probability
densities.

D. Transition dipoles. Once the eigenvectors of the one-
and two-exciton states are determined, the exciton transition
dipole matrix elements can be expressed as linear combin-
ations of transition dipoles of each chromophore, i.e.,

 (26)

where dm is the transition dipole vector of the mth chromo-
phore, i.e., , where  is the electric dipole
operator. These transition dipole matrix elements in Eq. (26)
are used to calculate various 2D spectroscopic response
functions of coupled multi-chromophore systems, such as
polypeptides and light-harvesting complexes.

E. Frequency-frequency correlation functions. For a
multi-level system, we need both the auto- and cross-
correlation functions of the one- and two-exciton transition
frequencies to eventually calculate the 2D spectroscopic
nonlinear response functions. Using the approximate expres-
sions in Eq. (24), one can obtain the time-correlation
between any given two one-exciton transition frequencies as

(27)

where  and 
. If the energy fluctuation at the mth

chromophore is statistically independent of the energy
fluctuation at the nth chromophore, i.e.,

, (28)

then, Eq. (27) simplifies to 

. (29)

We further assume that the site energy fluctuation correla-

tion functions  are all identical so that we
have

  (for all m). (30)

In order to express C(t) in terms of spectral density, C(t) is
expressed as a sum of the real and imaginary parts as

. (31)

Introducing the spectral density ρ(ω) representing the
spectral distribution of the chromophore-bath coupling
constants,24 one can rewrite the real and imaginary parts, a(t)
and b(t), as

, (32)

. (33)

Note that the absolute magnitude of the spectral density is
determined by the solvent reorganization energy as λ =

,24 and λ is one-quantum energy averaged
over the spectral density. Since the initial value of C(t),
which is the mean square fluctuation amplitude of the
transition frequency of an isolated chromophore, is a critical
quantity, it is especially denoted as

 . (34)

By using the approximation of Eq. (30), Eq. (29) is further
simplified as

. (35)

We next consider the correlation functions between any
given two two-exciton transition frequencies and they are
found to be

× 

(36)

where the second equality was obtained by invoking the
approximation in Eq. (30), and

. (37)

In addition to the correlation functions between two one-
exciton transition frequencies and between two two-exciton
transition frequencies, the cross-correlation functions be-
tween  and  are required in calculating the
nonlinear response functions. They are
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    . (38)

In this subsection, invoking the two approximations, Eqs.
(28) and (30), we showed that all auto- and cross-correlation
functions of fluctuating one- and two-exciton frequencies
can be written in terms of the frequency-frequency corre-
lation function of a single chromophore, C(t).

F. Delocalization and spatial overlap of excitons. Three
different correlation functions of one- and two-exciton state
frequency fluctuations have different physical meanings and
are related to either the spatial delocalization of the
corresponding exciton or the spatial overlap between the
excitonic state probability densities. First of all, the mean
square fluctuation amplitude of the jth one-exciton transition
frequency,  is given as

. (39)

Noting that the inverse participation ratio (IPR) of the jth

one-exciton state Nj is defined as , we find

that the ratio  can be of use to obtain the extent of
delocalization of the jth exciton state in space. As Nj
increases, the associated line width, which is approximately
proportional to , decreases. This is a well-known
exchange-narrowing effect found in a J-aggregate.32 In order
to measure this auto-correlation function, ,
one can use the photon echo peak shift measurement
method. It was found that the photon echo peak shift decays,
with respect to T, as24,33

, (40)

where the center frequencies of the femtosecond laser
beams, ω1 and ω3, are tuned to be identical to the average
transition frequency of the one-exciton |ej> state.

Secondly, the normalized cross correlation amplitude,
, is written as

. (41)

The vector, , where each element is the
square of eigenvector element, describes the probability
density distribution of the jth exciton state in the site
representation. Thus, we have

(42)

which can be viewed as the spatial overlap of the two
probability density distributions,  and , of the jth and kth

exciton states. This suggests that  is a measure

of overlap between  and , where ψj, for example, is
the wavefunction of the jth one-exciton state. Once

 values are experimentally measured, it will
provide spatial information about a pair of excitons that have
different frequencies. Recently, Cho and Fleming showed
that the two-color photon echo peak shift measurement,
where the two different frequencies of the incident laser
beams are simultaneously resonant with the jth and kth one-
exciton states, can be used to measure this particular
quantity; i.e.,34

. (43)

Next, let us consider the cross-correlation between the jth

one-exciton state frequency fluctuation and the kth two-
exciton state frequency fluctuation, . We
find that 

. (44)

In order to understand the physical meaning of the quantity,
, let us define the projection operator,

, where |m> denotes the singly excited state of
the mth chromophore. Then, one can prove that

 (45)

where  is the kth two-exciton state wavefunction, i.e.,

. (46)

Therefore,  is the expectation value of  over the
probability distribution of the kth two-exciton state, and is
considered to be the “amount” of the |m> wavefunction in
the kth two-exciton state. In other words, 
vector is the reduced (projected) probability density of each
site in the kth two-exciton state. Therefore, Eq. (44) can be
rewritten as,

(47)

which can be interpreted as the spatial overlap between the
probability density of the jth one-exciton and the reduced
probability density of the kth two-exciton state. 

Finally, the mean square fluctuation amplitude of the kth

two-exciton state is found to be

. (48)

This result suggests that  is determined by the overlap
of the probability density of the kth two-exciton in the |m,n>
basis and the projected (reduced) probability densities.

Now, we have described the nature of one- and two-
exciton states, |ej> and | fk>, and also presented the
expressions for transition dipole matrix elements. Then,
using the theoretical formula for 2D spectroscopic nonlinear
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response functions given in Sec.III and carrying out 2D
Fourier transformation of the relevant nonlinear response
function, one can calculate the 2D vibrational or electronic
spectrum of any coupled multi-chromophore system. 

Two-dimensional Vibrational Spectroscopy 
of Polypeptides

In the case of 2D vibrational spectroscopy, due to the
doubly-vibrationally-resonant condition, two different IR
fields, for example, can be simultaneously in resonance with
two different vibrational transitions. Furthermore, in order
for the signal not to be zero, the vibrational coupling be-
tween two modes via mechanical or electric anharmonicities
should not vanish. This is possible when the two vibrational
chromophores interact with each other via through-bond or
through-space interaction. Therefore, the 2D vibrational
spectroscopy can be a useful method to examine whether the
two vibrational chromophores are sufficiently close to each
other.20 This is how 2D vibrational spectroscopy can provide
much more detailed information on three-dimensional
molecular structure. 

Similar to the 2D vibrational spectroscopy, the 3D
vibrational spectroscopy when the three different vibrational
degrees of freedom are excited by the three beams with
different frequencies can provide through-bond and/or
through-space interaction network among the three modes
(chromophores). This method therefore is a useful tool for
measuring three-body interaction20 and analogous to multi-
dimensional hetero-nuclear NMR spectroscopy. 

However, in order for 2D vibrational spectroscopic techni-
ques to be of use in probing structures and dynamics of
proteins in solution, there are a number of issues to be
addressed as summarized in Figure 6. For a given target
vibrational degree of freedom, the solvation can induce both
solvatochromic frequency shift and time-dependent frequency
fluctuation leading spectral line broadening. For example,
the hydrogen-bonding effects on vibrational properties are to
be understood for quantitatively establishing protein struc-
ture-spectra relationships in general. In addition to the
solute-solvent interactions, the intramolecular vibrational
interactions between different local vibrational modes should
also be understood. For instance, the amide I mode localized
at a given peptide bond in a protein backbone can interact
with a neighboring peptide vibration, which also induces
frequency shift and fluctuation as the protein structure
constantly changes in time. 

There exist quite a number of spectroscopic methods that
have been used to probe structure and dynamics of biomole-
cules (see Fig. 6). The conventional 1D IR absorption and
Raman scattering methods have been served as the most
vital tools for such purposes. Also, a few vibrational optical
activity measurement methods such as vibrational circular
dichroism and Raman optical activity spectroscopies were
found to be quite useful and informative. In addition to the
2D vibrational (IR) spectroscopy utilizing either IR photon
echo or IR pump-probe scheme, it was theoretically pro-

posed that 2D vibrational optical activity spectroscopy
utilizing circularly polarized beams would provide far
detailed information on structure of chiral molecules such as
proteins and other biomolecules.22

In this chapter, we will present brief reviews on the theore-
tical studies of vibrational dynamics of proteins, from a
single peptide molecule to various secondary structure poly-
peptides, in solution.

A. N-Methylacetamide: a prototype peptide model
system. Hydration effects on the molecular structure and
amide I mode frequency of a prototype peptide molecule, N-
methylacetamide (NMA), when it is solvated by a few water
molecules, were investigated by carrying out ab initio calcu-
lations for a number of randomly chosen NMA-water
clusters (see Fig. 7 for example).35 The linear relationship
between the structural distortion of peptide bond, i.e., C=O
bond length, and the amide I mode frequency was described
by using the theory presented in Ref. [36]. The harmonic
frequency shift of the amide I mode in NMA-nD2O (n = 1-5)
complex was found to originate from the combination of the
molecular cubic anharmonicity and displacement of the
amide I coordinate when the NMA is hydrated.35 Using a
multivariate least square fitting method, the effective transi-
tion charges of six NMA sites were determined. Then, this
empirical model was successfully used to quantitatively de-
scribe solvatochromic frequency shift of the NMA amide I

Figure 6. A schematic diagram showing issues to be studied and
methods to be used to establish the structure-spectrum relation-
ships.

Figure 7. An NMA-water cluster.
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mode upon hydration. 
Once the amide I mode frequency shift of NMA in NMA-

water clusters is quantitatively determined, one can use the
theoretical model to describe amide I mode frequency shift
and fluctuation of NMA in water in combination with MD
simulations of an NMA in H2O and D2O solutions. The
ensemble averaged amide I mode frequency shift was found
to be −78 cm−1 in comparison to that of the gas-phase NMA
molecule, which was found to be in excellent agreement
with the experimental value of –81 cm−1 (Fig. 8).37 Similar
to the solvation correlation function of a polar solute in
water, the amide I mode frequency-frequency correlation
function exhibits a bimodal decaying pattern and both the
hindered translational and the librational motions of the
water molecules directly hydrogen-bonded to the NMA
were found to play critical roles in the pure dephasing of the
amide I mode.38 The pure dephasing constant was estimated
to be 11 cm−1. It was shown that the vibrational broadening
mechanism is mainly determined by the motional narrowing
process. The vibrational Stokes shift of the amide I mode
was estimated to be as small as 1.2 cm−1. The amide I IR
absorption spectrum thus calculated without any adjustable
parameters except for the lifetime of the first excited state
has a full width at half maximum of 26.9 cm−1 and is found
to be in good agreement with the experiment.39-41 

Next, we used this method to numerically simulate 2D IR
pump-probe spectrum of NMA in liquid water, which was
experimentally studied by Woutersen et al.39 and Zanni et
al.40 We presented a theoretical description of two-dimen-
sional (2D) IR pump-probe spectroscopy of a three-level
system by taking into account the system-bath interaction
properly.42 Note that there are six different nonlinear optical
transition pathways depicted in Figure 9, where the ground,
first excited, and second excited vibrational states are denot-
ed as |0>, |1>, and |2>, respectively. The incoming and
outgoing (short) arrows represent the absorptive and emisive
field-matter interactions, respectively. The transient (excited
state) absorption contribution involves a transition from the

first excited state to the second excited state so that its
contribution to the pump-probe signal is negative. On the
other hand, the ground-state bleaching and stimulated
emission contributions to the signal are positive. Thus, the
quantum interference at the amplitude level is critical in this
nonlinear vibrational spectroscopy and the lack of perfect
destructive interference due to finite vibrational anharmoni-
cities is the key for interpreting 2D IR pump-probe signals
from an anharmonic oscillator system such as the amide I
vibration of NMA molecule. 

By using the correlation function of the fluctuating amide
I mode frequency of NMA in D2O, which was obtained by
combining both ab initio calculations with MD simulation
results, the time-resolved 2D pump-probe spectra as a
function of pump-probe pulse delay time (T) were calculated
and are plotted in Figure 10. 

It was found that the vibrational dephasing becomes
homogeneous in 2 ps time scale, which is a bit faster than the
experimental result (~ 4 ps). We also showed that the degree
of slant of 2D contours, σPP(T), is inversely proportional to
the correlation function of the fluctuating amide I mode
frequency, i.e., , where
σPP(T) is the slope of the tangential line shown in the first
panel of Figure 10 and δω(T) is the fluctuating amide I mode
frequency.8 Consequently, we showed that the 2D IR pump-
probe spectroscopy can provide a direct information on the
vibrational frequency fluctuation dynamics reflecting time-
dependent change of peptide-water interaction in time and
on the magnitude of dynamic inhomogeneity. Although the
2D vibrational spectra shown in Figure 10 are specifically
2D IR pump-probe ones, one can also use the same
argument to interpret the 2D line shape change of the 2D IR
photon echo spectra with respect to the waiting time T. 

Although the carbonyl oxygen atom of the NMA in water
was found to maximally form H-bonds with surrounding
water molecules, that in liquid methanol can have two

1/σPP T( ) = δω T( )δω 0( )〈 〉/ δω2〈 〉

Figure 8. Amide I mode frequencies of NMA-water clusters are on
the y-axis. The multivariate least square fitting results are on the x-
axis, and the correlation appears to quantitative (see Ref. [35] for a
more detailed description).

Figure 9. Six double-sided Feynman diagrams associated with the
2D IR pump-probe spectroscopy. The vibrational ground, first
excited, and second excited states are denoted as |0>, |1>, and |2>,
respectively. The first two pathways are excited state absorption
(EA) and contribute to the pump-probe signal negatively due to the
absorptive field-matter interaction. The third and fourth diagrams
are stimulated emission (SE) terms, and the fifth and sixth are
ground-state bleaching (GB). Note that the SE and GB pathways
involve transitions between the ground and first excited states.
Adapted from [42]. 
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different solvation structures differing from each other by
the number of H-bonded methanol molecules (see Fig. 11).
All other methanol molecules surround these two species in
solution. Due to the presence of these two different solvation
structures in MeOD, the amide I IR band exhibits a doublet

feature.9,10 From the MD simulations, it was found that the
low-frequency amide I band is associated with the amide I
mode of NMA with two H-bonded methanol molecules at
the carbonyl oxygen site (the structure on the right-hand side
of Fig. 11), whereas the high-frequency amide I band is with
that having one H-bonded methanol molecule (that on the
left-hand side of Fig. 11). Using an empirical correction
method and carrying out ab initio calculation studies of
NMA-(CH3OH)n clusters and MD simulations,10 we were
able to quantitatively describe the solvatochromic vibrational
frequency shift induced by the hydrogen-bonding interaction
between NMA and solvent methanol. The amide I mode
frequency distribution was found to be notably non-
Gaussian and it could be decomposed into two Gaussian
bands that are associated with two distinctively different
solvation structures (Fig. 11). The ensemble-averaged linear
response function, which represents the relaxation of the
amide I transition dipole-dipole correlation function, is
found to be oscillating, which is the origin of the doublet
amide I band in frequency domain. Numerically calculated
infrared absorption spectrum was directly compared with
experiment and the agreement was found to be quantitative.

Figure 10. Time-resolved 2D IR pump-probe spectra of NMA in water. The waiting time T varies from 0.2 to 4.0 ps. Adapted from [42].

Figure 11. NMA molecule in methanol can have two different
solvation structures. The two differ from each other by the number
of hydrogen-bonded methanol molecules to the NMA carbonyl
group. These two species are in thermal equilibrium and they can
be separately identified in the IR absorption spectrum. The rate
constants of hydrogen-bond association and dissociation processes
can be estimated by measuring the time-dependent cross peak
amplitudes in the 2D IR spectrum. 

Figure 12. Time-resolved 2D IR pump-probe spectra of NMA in methanol. The waiting time varies from 0.25 to 4.5 ps. Adapted from [10].
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By using the Onsager’s regression hypothesis, the rate con-
stants of inter-conversion process between the two solvation
structures in Figure 11 were obtained. Then, the nonlinear
response functions associated with the 2D IR pump-probe
spectroscopy were simulated and successfully compared
with experimental result by Woutersen et al.9 and DeCamp
et al..41

As can be seen in Figure 12, as the waiting (population
evolution) time increases from 0.25 to 4.5 ps, the cross peak
amplitudes at (ωpu = 1630 cm−1, ωpr = 1650 cm−1) and (ωpu =
1650 cm−1, ωpr = 1650 cm−1) increase. As theoretically
described in detail in Refs. [10, 11], this time-dependent
cross peak amplitude changes are directly related to the H-
bond formation and dissociation dynamics and they can be
quantitatively described by the conditional probability
functions obtained by solving the relevant kinetic equations. 

B. Dipeptide: N-acetylproline amide. Structure-spectrum
relationship of a dipeptide that is the simplest model for
polypeptides has been extensively studied by using a variety
of spectroscopic methods such as IR absorption,43,44 vibra-
tional circular dichroism,45 non-resonant and resonant Raman
scattering,46 and 2D IR spectroscopies. Among various poly-
peptide vibrations, the amide I band has been known to be
highly sensitive to the secondary structure of polypeptide.
There are a number of literatures and works that aim at
determining solution structure of small peptides such as
alanine dipeptide, acetylproline amide (AP), etc.. These
experimental studies utilizing IR, Raman, VCD, CD, and
NMR methods show that the solution structure of these
dipeptides are not random coil but close to the left-handed
threefold helical polyproline II (PII) structure. Han et al.47

carried out quantum chemistry calculation studies of alanine
dipeptide with a few solvated water molecules and showed
that the water bridge connecting the two carbonyl group in
the dipeptide plays a critical role in stabilizing the dipeptide
in its PII structure. However, some experimental studies
suggest that such solvent-mediated H-bonding interaction
may not be the determining factor for stabilizing PII-form
dipeptide in water, but rather the intramolecular steric repul-
sive interaction plays the role.48 

To elucidate the essential role of H-bond network forming
solvents, we studied the N-acetylproline amide by using a
few different spectroscopic methods. Before we discuss
these works, it should be mentioned that Hochstrasser and
coworkers have extensively studied the same dipeptide (AP)
dissolved in either water or chloroform, employing the time-
resolved 2D IR photon echo spectroscopic method.49-51 They
showed that the vibrational coupling constant measured with
such 2D IR method can be a good constraint that is of use to
determine the solution structure of AP.

The AP (see Fig. 13 for its structure and notation of the
two dihedral angles) contains two peptide bonds and their
amide I local mode frequencies are separated from each
other by about 30 cm−1 so that the amide I modes are
relatively localized on one of the two peptide groups.52

Nevertheless, the two anharmonic amide I local modes are
coupled to each other and they form two slightly delocalized

amide I normal modes. Therefore, cross peaks revealing the
existence of coupling were experimentally observed. In the
case of the aqueous AP solution, the two peptide groups
form hydrogen bonds with water molecules in the first
solvation shell. On the other hand, the chloroform solvent
molecule cannot make a direct hydrogen bond with the AP
peptide groups and thus the two peptide groups tend to form
a direct intramolecular hydrogen bond to make its C7eq

structure to be the global energy minimum conformation in a
non-polar aprotic solvent. Therefore, the three-dimensional
conformation of AP strongly depends on solvent, particular-
ly on the hydrogen-bonding ability of the solvent molecules.
Zanni et al.49 were able to determine the absolute 3D
conformations of AP in liquid water as well as chloroform
by separately measuring the cross peak intensities of both
parallel- and perpendicular-polarization photon echo signals.

In order to study the ensemble averaged structure of AP in
solutions independently from the above mentioned 2D IR
spectroscopic studies, we have carried out both experimental
and theoretical studies. In order to determine its aqueous
solution structure, IR and VCD spectra of both L- and D-
form AP solutions were measured. MD simulations with two
different force fields (ff99 and ff03 parameters in AMBER7
and AMBER8 programs, respectively) and density functional
theory calculations for trans- and cis-rotamers of AP were
performed to numerically simulate those spectra.53 

Comparisons between experimentally measured and com-

Figure 13. Molecular structure of N-acetylproline amide. The two
amide I local mode transition dipole vectors are shown in this
figure as arrows. The two dihedral angles φ and ψ determine the
backbone structure of this dipeptide. 

Figure 14. The N-acetylproline amide adopts polyproline II
structure in water. Experimentally measured IR and VCD spectra
(open circles) are directly compared with simulated ones (solid
curves). 
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putationally simulated spectra directly suggest that the AP in
water adopts a polyproline II-like conformation (see Fig. 14)
and that the force field parameter ff03 in AMBER8 suite of
program is more realistic and reliable in predicting mole-
cular structure of AP in water than the ff99 in AMBER7.

C. α-Helix. Chain length- and site-dependencies of amide
I local mode frequencies of α-helical polyalanines were
theoretically studied by using our theoretical model that can
be used to quantitatively predict both the local amide I mode
frequencies and coupling constants between two different
local amide I modes.54 Using this theoretical model and
performing MD simulation of an α-helical polyalanine in
liquid water (see Fig. 15), we investigated conformational
fluctuation and hydrogen-bonding dynamics of the α-helix
in water by monitoring the amide I frequency fluctuations
and by analyzing the line shapes of the polarization-con-
trolled 2D spectra. 

The instantaneous normal mode analysis method was first
used to obtain densities of states of the amide I one- and two-
exciton bands and to examine the extent of delocalization of
the instantaneous amide I normal modes. Also, by intro-
ducing a novel concept of the so-called weighted phase-
correlation factor, the symmetric natures of the delocalized
amide I normal modes were elucidated and also it was
shown that there is no unique and simple way to classify the
amide I normal modes of the α-helical polyalanine in water
to be either A-mode-like or E1-mode-like. From the ensem-
ble-averaged dipole strength spectrum and density of one-
exciton states, the amide I IR absorption spectrum was
numerically calculated and its asymmetric line shape was
theoretically described. Considering both transitions from
the ground state to one-exciton states and those from one-
exciton states to two-exciton states, we calculated the 2D IR
pump-probe spectra (see Fig. 16) and directly compared
them with experimental results presented by Hamm and
coworkers.55 

Amide I IR, VCD, and 2D IR spectra of various isotope-
labeled α-helical polyalanines in water were theoretically

calculated by combining semiempirical quantum chemistry
calculation, Hessian matrix reconstruction, fragmentation
approximation, and molecular dynamics simulation methods.56

The solvation-induced amide I frequency shift was found to
be about –20 cm−1. Properly taking into account the motional
narrowing effect on the vibrational dephasing and line
broadening processes, we showed that the simulated IR,
VCD, and 2D IR spectra are quantitatively in good agree-
ment with experimental results. Depending on the relative
positions of the 13C and/or 13C=18O labeled peptides in a
given a-helix, the IR absorption line shape, IR intensity
distribution, positive-negative VCD pattern, and diagonal/
off-diagonal 2D IR echo spectral features were found to
change dramatically. It was shown that these different spectro-
scopic observations can be described in a consistent manner
by using the present simulation method and coupled exciton
model outlined in Sec.IV. Therefore, properly designed iso-
topomers and their IR, VCD, and 2D IR spectrum analyses
can provide incisive information on the (local) three-dimen-
sional polypeptide structure and dynamics.

D. β-Hairpin. The β-hairpin secondary structure motif
has been extensively studied because its formation and
dynamics are in many cases critical in understanding protein
folding and unfolding dynamics. The instantaneous normal
mode analysis of a β-hairpin in water was performed by
using snapshot configurations sampled from the equilibrium
MD trajectory. In order to fully take into account the
motional and exchange narrowing processes and cross

Figure 15. α-helical polyalanine is put into TIP3P water molecules
for molecular dynamics simulation study.

Figure 16. (a) Theoretically simulated amide I IR absorption band
of α-helix in water. 2D IR pump-probe spectra S ||(ωpu, ωpr) and
S⊥(ωpu, ωpr) are plotted in figures (b) and (c), respectively. Note that
the polarization directions for S ||(ωpu, ωpr) measurement are all
parallel to laboratory Z-axis, where the beams propagate along the
Y-axis. In the case of S⊥(ωpu, ωpr) measurement the pump beam
polarization is perpendicular to the probe beam polarization.
Adapted from [54].
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correlations of fluctuating exciton state energies, we used
time-correlation function formalism for the linear and
nonlinear response functions associated with IR absorption
and 2D IR photon echo spectroscopies.57 Numerically
simulated IR absorption and 2D IR spectra were found to be
largely determined by the amide I normal modes delocalized
on peptides in the two anti-parallel β-sheet strands (see Fig.
17). When the five peptides in the turn region are 13C=16O
labeled, the isotope peaks appear to be broad and featureless,
whereas the β-strand region with six isotope-labeled
peptides produces a well-resolved isotope peak in the IR
absorption and both diagonal and cross peaks in the 2D IR
spectra. 

E. Anti-parallel and parallel β-sheet polypeptides. In
Ref. [58], the theoretically calculated amide I local mode
frequencies and vibrational coupling constants in various
multiple-stranded anti-parallel β-sheet polyalanines were
presented and used to shed light on the spectroscopic proper-

ties of these peptides with respect to the size, i.e., numbers of
strands as well as of peptide bonds in a single strand. The
amide I local mode frequency was found to be strongly
dependent on the number of hydrogen bonds to the peptides.
Vibrational couplings among amide I local modes in the
multiple-stranded β-sheets were shown to be fully charac-
terized by eight different coupling constants (see Fig. 18).58

Furthermore, the intra-strand coupling constants were found
to be much smaller than the inter-strand ones. By calculating
the inverse participation ratio and phase-correlation factor,
the extent of two-dimensional delocalization and vibrational
phase relationship of amide I normal modes were elucidated.
We showed that the A-E1 frequency splitting magnitude was
shown to be strongly dependent on the number of strands but
not on the length of each strand. A reduced one-dimensional
Frenkel exciton model was therefore used to describe the
observed A-E1 frequency splitting phenomenon.

On the right-hand side of Fig. 18, the amide I IR bands of

Figure 17. A snapshot picture of a β-hairpin in liquid water. The 2D IR photon echo spectrum of the model β-hairpin is shown in figure (a).
If those peptides in the two anti-parallel β-sheet strands (in the turn region) are only considered in the numerical simulation of 2D IR
spectrum, the resultant spectra are shown in figures (b) ((c)). It turns out that the entire 2D spectrum (a) is largely dictated by the amide I
modes delocalized on the two β-sheet branches. Adapted from [57].

Figure 18. Different vibrational coupling constants required in the numerical simulation of vibrational spectra of anti-parallel β-sheet
polypeptides. The simulated IR absorption spectra of M10 anti-parallel β-sheet polypeptides, where M is the number of strands involved in
the anti-parallel β-sheet and each strand contains 10 peptide bonds, are plotted in this figure. The frequency splitting amplitude is denoted as
Δ. Note that Δ increases as the number of strands, M, increases. Adapted from [58].
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M10 anti-parallel β-sheet polyalanines, where M is the
number of involved strands, are plotted and the frequency
splitting magnitude D increases as M increases. It was found
that can be successfully fitted by using the following
stretched-exponentially rising function,58

. (49)

In the case of this model system, the parameters in Eq. (49)
were estimated to be  = 57 cm−1,  = 20 cm−1, k =
0.47, and α = 1.17. Although the model anti-parallel β-sheet
polyalanines considered were ideal, there is likely a similar
relationship between the frequency splitting magnitude and
the number of strands in real anti-parallel β-sheet poly-
peptides. 

The anti-parallel and parallel β-sheets are two of the most
abundant secondary structures found in proteins. Despite
that various spectroscopic methods have been used to distin-
guish these two different secondary structures, the linear
spectroscopic measurements couldn’t provide incisive infor-
mation for distinguishing an anti-parallel β-sheet from a
parallel β-sheet. After carrying out quantum chemistry
calculations and model simulations, we showed that the
polarization-controlled 2D IR photon echo spectroscopy can
be of critical use in distinguishing these two different β-
sheets.58 Particularly, the ratios between the diagonal peaks
and the cross peaks were found to be strongly dependent on
the quasi-2D array of the amide I local mode transition
dipole vectors. Although the parallel- or perpendicular-
polarization 2D IR photon echo spectrum of the model anti-
parallel β-sheet peptide was found to be different from that
of the parallel β-sheet peptide, the spectral difference is
negligibly small. However, it turns out that the relative

amplitudes of the cross peaks in the 2D difference spectrum,
which is defined as , of an
anti-parallel β-sheet are significantly larger than those of the
diagonal peaks, whereas the cross peak amplitudes in the 2D
difference spectrum of a parallel β-sheet are much weaker
than the main diagonal peak amplitudes (see Fig. 19). 

We found that, assuming the excited state absorption
contributions to the 2D difference spectrum are not strongly
overlap with the ground state bleaching and stimulated
emission contributions in the 2D difference spectrum, the
cross peak amplitude, when the jth and kth modes are
strongly coupled, is approximately determined by the pro-
duct of the two corresponding dipole strengths and angle
factor, i.e.,59

. (50)

Here, the transition dipole matrix elements associated with
the vibrational transitions of the jth and kth modes are
denoted as μj and μk. The angle between the two transition
dipole vectors is denoted as θkj . We showed
that the low frequency A-mode has a transition dipole vector
that is perpendicular to that of the high-frequency E1-mode,
when the β-sheet forms an anti-parallel structure. Thus, the
cross peak amplitude in the 2D difference spectrum is very
large (see Fig. 19). In contrast, there are no such high-
frequency modes of which transition dipole vectors are large
in magnitude and perpendicular to that of the low-frequency
A-mode, for parallel β-sheet peptide, i.e., weak cross peaks
in the 2D difference spectrum. This clearly shows why the
2D spectroscopic method is a better tool to determine the
global energy minimum structure of polypeptide that cannot
be easily determined by other linear vibrational spectro-
scopic methods such as IR or Raman. 

Two-dimensional Electronic Spectroscopy 
of Coupled Multi-chromophore Systems

As a molecular system becomes increasingly complex,
such as photosynthetic complexes, molecular aggregates of
quantum dots or nanoparticles, etc., conventional optical
spectroscopic methods such as time- or frequency-resolved
absorption spectroscopy or spontaneous emission spectro-
scopy are of limited use to extract direct information both on
the molecular properties such as electronic couplings among
chromophores and on structures. In this regard, the 2D elec-
tronic spectroscopy based on heterodyne-detected photon
echo spectroscopic technique can provide far more detailed
information and be a useful method for efficient data collec-
tion. Despite that there exist quite a number of 2D IR
spectroscopic investigations of peptides and proteins over
the last decade, only a few experimental and theoretical
studies with 2D electronic spectroscopy have been report-
ed.7,14,18,19 Nevertheless, except for the fact that the elec-
tronic chromophore can be approximately modeled as a two-
level system instead of an anharmonic oscillator, one can use
the same theoretical method used for polypeptides to

Δ M( ) = Δ ∞( ) − Δ ∞( ) − Δ 2( )( )exp k– M  2–( )α{ }

Δ ∞( ) Δ 2( )

Sdiff T( ) = SZZZZ T( ) − 3SZXXZ T( )

Skj
diff T( ) = Skj

ZZZZ T( ) − 3Skj
ZXXZ T( )  μk

2μj
2sin2θkj∝

= μk μj/μk μj⋅( )
Figure 19. Molecular structures of anti-parallel and parallel β-
sheets. The 2D difference spectra, defined as Sdiff(T) = SZZZZ(T) −
3SZXXZ(T), for these two β-sheets are plotted. 
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numerically calculate the 2D electronic spectra of coupled
multi-chromophore systems. 

Some important characteristics of the 2D-spectrum
 can be appreciated by realizing that the

experiment effectively compares the frequency of electronic
excitations (for a fixed value of T) in the two time periods of
τ and t. For an effective two-level system with considerable
static inhomogeneous broadening, the transition frequency is
widely distributed, though each individual two-level system
has the same frequency in both time periods. Thus, this
inhomogeneity can lead to elongation of the 2D signal along
the diagonal (ωτ = ωt). However, if there are dynamical
processes, such as excitation transfer, solvent relaxation,
structural fluctuation, etc., they can scramble the optical
frequencies of the individual molecules. Which can in turn
make the correlation magnitude between the frequencies in
the coherence state evolution periods decrease in time T, and
the 2D spectrum at sufficiently large T should become
symmetric. Transient behavior of the 2D line shape can
therefore provide information on the time scale of the
system-bath interaction-induced decoherence process. In
fact, the slope of the diagonally elongated peak decreases
from 1 at T = 0 to 0 at T = ∞ if there is no truly static
inhomogeneity, and was found to be linearly proportional to
the transition frequency-transition frequency correlation
function, i.e.,8

, (51)

where  is the slope of the diagonally elongated
2D photon echo contour. 

The time-domain signal S(3)(τ, T, t) can, in principle, be
obtained from experiment based on the heterodyne-detected
photon echo measurement, and its double Fourier trans-
formation in τ and t leads to S(3)(ωτ, T, ωt). In Ref. [18],
when there are excitation transfers among the excited states
we showed that the 2D photon echo spectrum is given by a
sum of five distinctively different contributions as

S(3)(Ω1, T, Ω3) = GB + SE( j → j) + SE( j → k) 
− EA( j → j) − EA( j → k) (52)

where GB, SE, and EA represent the ground-state bleaching,
stimulated emission, and excited state absorption, respec-

tively (see Eq. (33) in Ref. [18]). In the above equation, “( j
→ k)” means that the initially created population state on the
jth one-exciton state undergoes a transition to the kth state
during T, and summations over j and k should be performed.
Therefore, the last four terms in Eq. (52) include such popu-
lation transfer processes. In the case when the excitation
transfer processes are incoherent, one can solve the Master
equation for conditional probability functions, i.e.,

. (53)

Here, Gkj(t) is the conditional probability of finding the
population on the kth exciton state at time t, when it was on
the jth state at time zero. The ( j → k) transition rate constant
was denoted as Kkj. As shown earlier, the transition rate
constant between two one-exciton states is linearly propor-
tional to the spatial overlap between  and , i.e.,

. (54)

It should be noted that  is the correlation magni-
tude between the two fluctuating transition frequencies and
in principle is a measurable quantity by using the two-color
photon echo peak shift measurement method (see Eq. (43)).

Now let us consider off diagonal (cross) peaks and their
physical meanings. These peaks arise only when the elec-
tronic states of the individual molecules comprising the
complex interact (mix) and their amplitudes and locations
provide extra information on the molecular structure and
coupling strength of the coupled multi-chromophore system.
Although the detailed theoretical expression for the cross
peak in a given 2D spectrum is highly complicated due to
the multi-dimensional line-broadening term, we found that
the amplitude of the cross peak Skj(t) at (ωτ = Ωj, ωτ = Ωk) is
approximately proportional to the product of the associated
conditional probability function and transition dipole
factors, i.e.,

(55)

where μgk is the transition dipole from the ground to the kth

one-exciton state and μkf from the kth one-exciton state to the
f th two-exciton state and . Eq. (55) shows that the
appearance and disappearance of cross peaks are directly

S 3( ) ωτ ,T,ωt( )

σ2D PE– T( ) = δω T( )δω 0( )〈 〉/ δω2〈 〉

σ2D PE– T( )

d
dt
----Gkj t( ) =  

l k≠
∑ KklGlj t( ) −  

l k≠
∑ Klk⎝ ⎠
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ψj
2 ψk

2

Kkj  ∝ δ Ωjδ Ωk〈 〉

δΩjδΩk〈 〉

Skj T( )  ∝ Gkj t( ) μgk
2 μgj

2〈 〉 − μgjμkf
2 μgj〈 〉[ ]

ωkf  ωgk≅

Figure 20. FMO light-harvesting protein complex consists of three protein subunits. Inside the β-sheet barrel, there exist seven BChl’s.
Different color in the last figure represents its relative energy level. 
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related to the excitation transfer within the one-exciton state
manifold. This shows that the 2D spectroscopy is a powerful
method to delineate the complicated kinetic network among
coupled chromophores. 

FMO complex. Recently, Tobias et al. performed 2D
photon echo experiments on the Fenna-Mathews-Olson (FMO)
complex consisting of seven bacteriochlorophyll molecules
(see Fig. 20).

In Ref. [18], a detailed theoretical description of the time-
evolved 2D photon echo spectra and deduced excitation
transfer mechanism were presented. Using the theoretical
model developed for this FMO complex, we numerically
simulated the 2D spectra and plot the 1 ps snapshot spectrum
in Figure 21(f). In addition to the main diagonal peaks that
are directly associated with the peaks in the absorption spec-
trum, several cross peaks are clearly observed. The total 2D
spectrum is essentially a sum of five different sets of non-
linear optical transition pathways so that the quantum inter-
ference at the amplitude level is critical in understanding the
detailed 2D line shape. We calculated these contributions
separately and plotted them in Figures 21(a)-(e). Adding
these five spectra to get the total spectrum in Figure 21(f)
means that these different quantum pathways constructively
or destructively interfere to produce the total 2D spectrum.
The cross peak amplitudes in the bottom half region of
Figure 21(f) were observed to increase in time and their
time-dependent changes were shown to directly provide

state-to-state population transfer rates and pathways. 
In Figure 21, we also plot the representative energy level

diagrams. The Figures 21(a), (b), and (d) are associated with
the GB and SE contributions and they all are positive. If one
ignores the population transfer processes completely and
considers the GB and SE terms, the 2D spectrum would
appear approximately diagonally symmetric in shape. How-
ever, due to the existence of population transfer processes in
the one-exciton state manifold and of the EA contribution
(see Figs. 21(c) and 21(e)), the total 2D electronic spectrum
in Figure 21(f) becomes highly asymmetric. Nevertheless,
the lower part of the spectrum in Figure 21(f) is largely
dictated by the SE involving population transfer from upper-
lying one-exciton states to lower-lying states. As T increases,
not only the cross peak amplitudes but also the amplitude
and detailed contour line shapes of diagonal peaks change in
a very complicated way, but they can be quantitatively
described theoretically once the electronic couplings and site
energies are accurately determined. 

Dimer. Although we have discussed a rather complex
molecular system, e.g., FMO light-harvesting protein, one
can learn a great deal of underlying physics of 2D spectro-
scopy by considering a simple excitonically coupled dimer
system. Here, again each monomer is modeled as a two-
level system so that for this dimer system there are two one-
exciton states |e1> and |e2>, and a single two-exciton state
| f >. When the population transfer between the two one-

Figure 21. Numerically simulated 2D electronic spectrum of FMO complex is plotted in Figure (f), where the waiting time T is 1 ps. Five
different sets of nonlinear optical transition pathways produce distinctively different 2D spectra (figures (a)-(e)). Adding these five spectra
gives the total 2D spectrum in figure (f). Adapted from [18].
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exciton states is relatively slow and when the two local
transition dipoles d1 and d2 have the same magnitudes, i.e.,
d=d1=d2, one can estimate the maximum (or minimum)
amplitudes of the diagonal and cross peaks, denoted by ,
as34

(1) Diagonal peak at ( )

(56)

(2) Diagonal peak at ( )

(57)

(3) Off-diagonal peak at ( )

(58)

(4) Off-diagonal peak at ( )

   . (59)

Here, κ is a measure of the delocalization of the excited states
and is defined as

, (60)

where the mixing angle θ is determined as tan2θ = 2J12/
(ω1 − ω2). The electronic coupling constant between the two
monomers is J12 and the electronic transition frequencies of
the two monomers are ω1 and ω2. The angle between the two
monomer transition dipole vectors is φ. 

Note that the cross peak amplitude  is given by the
difference between  and . That is
to say, the two different transition pathways interfere to
produce the cross peak. However, these two terms exactly
cancel out only when the two monomers do not electroni-
cally interact. Therefore, the existence of cross peaks is
definite evidence of non-zero electronic coupling. It is also
interesting to note that the cross peak amplitude can provide
critical information on the relative orientation of the two
monomers because it is a function of φ.

Overall, it was demonstrated that the 2D optical spectro-
scopy enables couplings, relaxation pathways and rates, and
spatial relationships between exciton states to be measured.
Also, by tracking the cross peak amplitudes in time, one can
direct follow the energy flow on a molecular length scale
with femtosecond time resolution. Thus, two-dimensional
electronic spectroscopy should provide insights into all
systems with electronic band structures. 

Perspectives and Concluding Remarks

Ultrafast 2D vibrational and electronic spectroscopies have
been paid a lot of attention because they can provide detailed
and highly dense information on molecular structure of
peptides and proteins, molecular interactions and dynamics,
nucleic acid structures, and semiconductor dynamics. One of
the most important advantages of this spectroscopic techni-
que is its unprecedented ultrafast time-resolution so that it
will trigger a number of new researches and investigations
of chemical reaction dynamics and biochemical processes
involving transient species. Conventional applications of
time-resolved spectroscopy such as pump-probe method
mainly focus on measurements of life-times of an excited
state and of radiationless transition rates among different
quantum states. In order to elucidate the entire kinetic network
and rates, one should perform quite a number of independent
two-color pump-probe measurements by varying pump and
probe field frequencies separately. That can be quite tedious
and time-consuming. Furthermore, due to time-energy
uncertainty, it is not possible to achieve both ultrafast time-
resolution and high frequency-resolution simultaneously. On
the other hand, since the 2D spectroscopy utilizes femto-
second laser pulses with broad spectral bandwidths, coherent
quantum states of which energies are within the pulse spectral
bandwidth can be created simultaneously and probed in time
by using yet another femtosecond laser pulses. In this
section, we will discuss various possible applications of 2D
spectroscopy and some perspectives, and finally present a
few concluding remarks. 

A. Chemical reaction dynamics. One of the most impor-
tant applications of ultrafast 2D spectroscopy would be to
study chemical reaction dynamics in condensed phases
includ-\ing solutions, surfaces, and interfaces. The spatial
connectivity between any two different vibrational (or elec-
tronic) degrees of freedom (chromophores) via through-
bond or through-space interactions is the key information
that can be extracted from the time-resolved multidimen-
sional spectra. Thus, in general, by properly selecting two
vibrational (electronic) degrees of freedom directly associ-
ated with reactive species, one can in principle follow the
chemical reaction dynamics by monitoring the cross peak
amplitude changes in time. 

Intramolecular vibrational energy redistribution: The
first phenomenon closely related to the chemical reaction
dynamics is the intramolecular vibrational energy redistribu-
tion process. It was shown that ultrafast IR-Raman spectro-
scopy is a useful method for such an investigation, but its
difficulty in detecting the weak incoherent Raman scattering
signal is an obstacle limiting its wide applications for study-
ing IVR process of reactive species in condensed phases.
Ultrafast multi-dimensional vibrational spectroscopy detect-
ing the coherent electric field might be of use in the future.
For instance, dual frequency 2D IR pump-probe or photon
echo methods can be used to following state-to-state IVR
pathways by examining the temporal evolution of cross
peaks. If the pump and probe field frequencies are indepen-
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dently tunable and the probe pulse is sufficiently short
enough to cover a large range of vibrational excited states,
the measured cross peak amplitudes can provide information
on the population transfer from the initially excited state to
probing states. 

Solvent role in a chemical reaction: The role of the
solvent molecules in chemical reactions has been the central
research theme of physical chemistry. In addition, the
solvent plays a critical role in stabilizing protein structure in
its native conformation. However, there is still a lack of
experimental method to obtain direct information on how
each individual solvent molecule participates in a given
chemical reaction. Most of previous spectroscopic investi-
gations were to follow the dynamics and spectral changes of
probing solute mode to indirectly infer an unknown time-
scale and dynamics of interacting solvent molecules. Now, it
could be possible to use the ultrafast 2D spectroscopy to
simultaneously follow the dynamics of both solute and
solvent modes. Suppose that there is a characteristic vibra-
tional chromophore in reactive species and that its vibra-
tional properties such as frequency and dipole strength are
strongly coupled to a particular solvent vibrational motion.
These two mode frequencies are now denoted as ωsolute and
ωsolvent. If the laser pulse frequencies, ω1 and ω2, are tuned to
be resonant with ωsolute and ωsolvent, i.e., ω1 ≈ ωsolute and ω2 ≈
ωsolvent, only when the two characteristic modes are vibra-
tionally coupled to each other does the 2D vibrational
spectroscopic signal, i.e., cross peaks, not vanish. The cross
peak at (ω1 ≈ ωsolute, ω2 ≈ ωsolvent) is therefore a direct
indicator revealing how the solvent mode is participated in
the course of this chemical reaction. Two-dimensionally dis-
played spectra in time will thus give a detailed picture on the
solvent dynamics during the chemical reaction. A few poten-
tially interesting chemical reactions are photo-dissociation,
photo-induced electron transfer, excited state isomerization,
proton transfer induced by a photo-dissociation or photo-
excitation, etc.

Chemical exchange: The 2D spectroscopy has been
shown to be exceptionally useful in studying hydrogen-bond
formation and dissociation processes and van der Waals
complexation dynamics. An advantage of this application is
that this technique does not need any external ultrafast
perturbation such as T-jump, pressure-jump, concentration
change, etc. Note that the cross peak amplitude changes in
time are directly related to the population changes of
chemical species (reactants) initially pumped at time zero to
product species of which characteristic mode frequencies are
in different spectral (probing) window. However, thus far the
2D spectroscopic technique has been used to study relatively
weak intermolecular interaction such as H-bonding and
dispersion interactions. One can however use this method to
directly follow the chemical reaction dynamics by examin-
ing the cross peak, where the two chromophores are specifi-
cally belonging to reactants and products exclusively. Then,
maybe it will be possible to follow the entire kinetic network
even for chemical reactions with multiple intermediates in
femtosecond time scale.

B. Solvation structure and dynamics. Solvation dynamics
has been extensively studied over the last two decades.
Among different experimental methods, the fluorescence
Stokes shift measurement has been one of the most effective
methods. The other widely used method is the photon echo
peak shift (PEPS) measurement. PEPS was shown to be
useful not only to study ultrafast solvation dynamics but also
to quantitatively measure the inhomogeneous width. Neverthe-
less, it is still desired to have an experimental method
providing direct information on how the surrounding solvent
molecules participate in the solvation dynamics and in the
formation of the local structure around it. The IR pump-
probe and photon echo methods have shown to be useful for
such a purpose. However, these works have focused on the
vibrational dynamics of the solute only, that is to say, the
solute-solvent interaction-induced changes of the vibrational
properties of the solute (not both solute and solvent) were
only observed. 

Then, are there any experimental methods that can be used
to study solvation dynamics by watching the vibrational
dynamics of both solute and solvent? As emphasized in this
review, 2D vibrational spectroscopy can provide direct infor-
mation on the coupling between two spatially separated but
coupled vibrational modes. Let’s assume that the two
external field frequencies, which are either IR frequency or
stimulated Raman vibrational frequency, are adjusted to be
resonant with the two vibrational chromophores, when one
of the two belongs to the solute and the other to the solvent
(see the discussion in the above subsection). Then, the time-
dependent change of the cross peak amplitude will give us
direct information on the solute-solvent interaction, i.e.,
microscopic aspect of the solvation dynamics. 

C. Vibrational interactions between adsorbed mole-
cules: Surface science. Vibrational dynamics of adsorbed
molecules on surfaces or at interfaces has been studied by
using IR reflection, IV-SFG (IR-vis sum-frequency-generation)
spectroscopy, etc.. However, previous experimental methods
are essentially one-dimensional spectroscopy so that only
one type of vibrational chromophore is under direct investi-
gation at a time. Therefore, 2D or 3D vibrational spectro-
scopy specifically designed for molecular systems on surfaces
or at interfaces will be of critical use in studying vibrational
interactions among different chemical species on surfaces.
For instance, the IR-IR SFG or DFG (difference-frequency-
generation) method can be used to study vibrational coupl-
ing between two different adsorbates. Once the experimental
sensitivity issue is overcome, the IR-IR SFG (DFG) or other
surface 2D vibrational spectroscopies will open up a new
research area in surface science. Furthermore, one can use
surface 2D vibrational spectroscopy for the investigation of
inhomogeneous catalysis, surface melting, wetting, and
confinement-induced phase transition, etc.

D. Biological applications. One of the most important
applications of the ultrafast multidimensional vibrational
spectroscopy could be to biological science. 

Structure determination of protein: The 2D IR spectro-
scopy has already been shown to be a useful method for
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determining local structure of peptides. Other types of 2D
vibrational spectroscopies and dual frequency IR photon
echo spectroscopies will serve as critical tools for this pur-
pose. In addition, one can combine vibrational and electronic
transition processes, e.g., triply resonant 2D vibrational
spectroscopy or vibrational/electronic four-wave-mixing
spectroscopy. The correlation between two modes that are
coupled to both vibrational and electronic transitions of the
chromophore, such as a peptide bond, is likely to be sensi-
tive to the 3D structure of the polypeptide backbone. 

Alternatively, the electronically resonant fifth-order Raman
spectroscopy and fifth-order three pulse scattering spectro-
scopy might be of use to get information on the 3D structure
of proteins. Suppose the two optical field frequencies are
simultaneously resonant with two electronic chromophores,
such as phenol ring in Tyr and peptide bond in a given
protein. Dual frequency 2D electronic spectroscopy could
give us quantitative information on coupling between these
two distinctively different electronic transitions, which enable
3D structure of polypeptides to be determined. 

Protein folding dynamics: As emphasized in this review
and by others, the key advantage of the ultrafast multi-
dimensional spectroscopy is its experimentally accessible
time-scale. Although the protein folding occurs in a wide
range of time scales, from picoseconds to seconds, solution
NMR cannot be used to study the early part of the protein
folding process due to its limited time resolution. In this
respect, the ultrafast multi-dimensional spectroscopy utilizing
IR or visible pulses has a clear advantage over the other
techniques. Recently, the nonlinear spectroscopy utilizing
circularly polarized beams was theoretically proposed and is
expected to be useful for studying protein folding dynamics
since it is an ultrafast optical activity measurement techni-
que.

Enzyme catalysis and protein-ligand binding process:
Another interesting application of the ultrafast multi-dimen-
sional vibrational spectroscopy is to investigate the sub-
strate-enzyme interaction. In order for a given enzyme to
catalyze the biochemical reaction, the substrate (or ligand)
should form a complex with the catalytic site of the enzyme.
Tuning the two external field frequencies to be in resonance
with the characteristic vibrational modes of the substrate and
enzyme, one can directly measure the formation and dissoci-
ation of the ES complex. Similarly, protein-DNA (or protein-
RNA) complexes, antibody-antigen complexes etc can be
other interesting targets to be studied with the ultrafast
multi-dimensional spectroscopy. 

In this review, we have summarized our recent theoretical
investigation results demonstrating a wide range of appli-
cations of coherent multi-dimensional optical spectroscopy.
It is believed that this relatively young spectroscopic method
has a great potential and is highly useful in studying
chemical and biological processes in real time.
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